
To investigate the reason why the number of patches can affect the number of parameters in the model. We use Figures 

S1–3 as examples to explain. 

 

Figure S1: Represents the mamba layer’s parameter we set in the models 

 

Figure S2: Snapshots on one of the Mamba layers in MUCM-Net (1-

patch) 

 

Figure S3: Snapshots on one of the Mamba layers in MUCM-Net (2-patch) 

 

From Figures S2 and S3, we can calculate the number of parameters in those layers. The number of parameters for 

the layer sample in MUCM-Net with 1 patch is 640. However, the number of parameters for the layer sample in 

MUCM- Net with 2 patches is 448, which is the sum of two Mamba layers for the same input and output shape. As 

shown in Figures S2 and S3, as the number of patches increases, the number of parameters decreases. 

 
 

 
 


